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ABSTRACT

Given multiple time series data, how can we efficiently find latent
patterns in an arbitrary time range? Singular value decomposition
(SVD) is a crucial tool to discover hidden factors in multiple time
series data, and has been used in many data mining applications
including dimensionality reduction, principal component analysis,
recommender systems, etc. Along with its static version, incremen-
tal SVD has been used to deal with multiple semi-infinite time series
data and to identify patterns of the data. However, existing SVD
methods for the multiple time series data analysis do not provide
functionality for detecting patterns of data in an arbitrary time
range: standard SVD requires data for all intervals corresponding
to a time range query, and incremental SVD does not consider an
arbitrary time range.

In this paper, we propose ZooM-SVD, a fast and memory efficient
method for finding latent factors of time series data in an arbitrary
time range. ZooM-SVD incrementally compresses multiple time
series data block by block to reduce the space cost in storage phase,
and efficiently computes singular value decomposition (SVD) for a
given time range query in query phase by carefully stitching stored
SVD results. Through extensive experiments, we demonstrate that
ZooM-SVD is up to 15X faster, and requires 15X less space than
existing methods. Our case study shows that Zoom-SVD is useful
for capturing past time ranges whose patterns are similar to a query
time range.
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1 INTRODUCTION

Given multiple time series data (e.g., measurements from multiple
sensors) and a time range (e.g., 1:00 am - 3:00 am yesterday), how can
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we efficiently discover latent factors of the time series in the range?
Revealing hidden factors in time series is important for analysis of
patterns and tendencies encoded in the time series data. Singular
value decomposition (SVD) effectively finds hidden factors in data,
and has been extensively utilized in many data mining applications
such as dimensionality reduction [29], principal component analysis
(PCA) [13, 41], data clustering [23, 36], tensor analysis [10-12, 22,
28, 33], graph mining [14-16, 38] and recommender systems [18, 27].
SVD has been also successfully applied to stream mining tasks [37,
41] in order to analyze time series data. However, methods based on
standard SVD [2, 7, 32, 42] are not suitable for finding latent factors
in an arbitrary time range since the methods have an expensive
computational cost, and they have to store all the raw data. This
limitation makes it difficult to investigate patterns of a time range in
stream environment even if it is important to analyze a specific past
event or find recurring patterns in time series [25]. A naive approach
for a time range query on time series is to store all of the arrived
data and apply SVD to the data, but this approach is inefficient
since it requires huge storage space, and the computational cost of
SVD for a long time range query is expensive.

In this paper, we propose ZooM-SVD (Zoomable SVD), an effi-
cient method for revealing hidden factors of multiple time series
in an arbitrary time range. With Zoom-SVD, users can zoom-in to
find patterns in a specific time range of interest, or zoom-out to
extract patterns in a wider time range. ZooM-SVD comprises two
phases: storage phase and query phase. ZoomM-SVD considers mul-
tiple time series as a set of blocks of a fixed length. In the storage
phase, ZooM-SVD carefully compresses each block using SVD and
low-rank approximation to reduce storage cost and incrementally
updates the most recent block of a newly arrived data. In the query
phase, ZooMm-SVD efficiently computes the SVD results in a given
time range based on the compressed blocks. Through extensive
experiments with real-world multiple time series data, we demon-
strate the effectiveness and the efficiency of Zoom-SVD compared
to other methods as shown in Figure 1. The main contributions of
this paper are summarized as follows:

o Algorithm. We propose ZooMm-SVD, an efficient method for
extracting key patterns from multiple time series data in an
arbitrary time range.

Analysis. We theoretically analyze the time and the space
complexities of our proposed method Zoom-SVD.
Experiment. We present experimental results showing that
ZooM-SVD computes time range queries up to 15X faster,
and requires up to 15X less space than other methods. We
also confirm that our proposed method Zoom-SVD provides
the best trade-off between efficiency and accuracy.

The codes and datasets for this paper are available at http://
datalab.snu.ac.kr/zoomsvd. In the rest of this paper, we describe the
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Figure 1: Query time of Zoom-SVD compared to other SVD methods. The starting point ¢; and the ending point ¢, are arbitrarily
chosen, and we increase time range t, — t; from 10* to 3.2 x 10°. (a) The query time of Zoom-SVD is up to 9.6x faster than that of
the second best method in Activity dataset. (b) Zoom-SVD is up to 15X faster than the second best method in the query phase
of Gas dataset. (c) Zoom-SVD is up to 12X faster than the second best method in the query phase of London dataset.

Table 1: Symbol description.

Symbol Description

b Initial block size
3 Threshold for low-rank approximation
k Number of singular values
k) Number of singular values in i-th block
[X ; Y] Vertical concatenation of two matrices X and Y
A Raw multiple time series data
A® ithblock of A
U Left singular vector matrix of A(?)
i) Singular value matrix of A®)
Vi) Right singular vector matrix of A
Us.py  Left singular vector matrix computed in query phase
Y(s:g)  Singular value matrix computed in query phase
V(s:p)y  Right singular vector matrix computed in query phase
U Set of left singular vector matrix Uy;)
S Set of singular value matrix ¥;
Vv Set of right singular vector matrix V(;
[ts.te]  Time range query
ts Starting point of time range query
te Ending point of time range query
S Index of block matrix corresponding to tg
E Index of block matrix corresponding to f,

preliminaries and formally define the problem in Section 2, propose
our method Zoom-SVD in Section 3, present experimental results
in Section 4, demonstrate the case study in Section 5, discuss related
works in Section 6, and conclude in Section 7.

2 PRELIMINARIES

We describe preliminaries on singular value decomposition (SVD)
and incremental SVD (Sections 2.1 and 2.2). We then define the
problem handled in this paper (Section 2.3). Table 1 lists the symbols
used in this paper.

2.1 Singular Value Decomposition (SVD)

SVD is a decomposition method for finding latent factors in a matrix
A € R, Suppose the rank of the matrix A is r. Then, SVD of A is
represented as A = USVT where 3 is an r xr diagonal matrix whose
diagonal entries are singular values. The i-th singular value o; is
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located in %; ; where 61 > 02 > --+ > 0 > 0. U € R™" is called
the left singular vector matrix (or a set of left singular vectors) of
A; U= [ul cee ur] is a column orthogonal matrix where ug, - - -, u,
are the eigenvectors of AAT. V e REX is the right singular vector
matrix of A; V = [vl cee vr] is a column orthogonal matrix where
vy, -+, V, are the eigenvectors of ATA. Note that the singular
vectors in U and V are used as hidden factors to analyze the data
matrix A.

Low-rank approximation. Low-rank approximation effectively
approximates the original data matrix based on SVD. The key idea
of the low-rank approximation is to keep top-k highest singular val-
ues and corresponding singular vectors where k is a number smaller
than the rank r of the original matrix. The low-rank approximation
of A is represented as follows:

A= UkaV}; LAstk<r
where the reconstruction data A is the low-rank approximation of A,

Uy = [u1,~-- ,uk],Vk = [v1,~-~ ,vk],andEk = diag(o1,- - , 0f).
The error of the low-rank approximation is represented as follows:

r r
All2 T2 2
A=Al =11 Y ol lE= ) of
i=k+1 i=k+1

where ||-||F is the Frobenius norm of a matrix, and r is the rank of

the original matrix. The parameter k for low-rank approximation
is determined by the following equation:
2i'(=1 o}

STl st f(k) > &

i=1"i

k* = argminf(k) =

1<k<r

(1)
where £ is a threshold between 0 and 1.

2.2 Incremental SVD

Incremental SVD dynamically calculates the SVD result of a matrix
with newly arrived data rows. Suppose that we have the SVD result
U, X4, and VtT of a data matrix A; € R™*¢ at time t. Whenan mXc
matrix A1 arrives at time ¢ + 1, the purpose of incremental SVD is
to efficiently obtain the SVD result of [At ; A;+1] based on the pre-
vious result U, X, and VtT. Note that [X ; Y] denotes the vertical
concatenation of two matrices X and Y. Incremental SVD is used
to analyze patterns in time series data [35], and several efficient
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Figure 2: Overview of Zoom-SVD. In the storage phase, Zoom-SVD stores the SVD results for length-b blocks of multiple time
series data, updates the SVD result of the most recent block of a newly arrived data, and discards previously arrived data. In
the query phase, Zoom-SVD computes the SVD result in a given time range [t,, t.] based on the small SVD results. The query
phase exploits PARTIAL-SVD (Section 3.3.1) and STITCHED-SVD (Section 3.3.2) modules to process the time range query.

methods for incremental SVD were proposed [2, 32]. This incre-
mental SVD technique is exploited in our method to incrementally
compress and store the data (see Algorithm 1 in Section 3.2).

2.3 Problem Definition

We formally define the time range query problem as follows:

PrOBLEM 1. (TIME RANGE QUERY ON MULTIPLE TIME SERIES)

e Given: a time range [ts,te]|, and multiple time series data
represented by a matrix A € R'¢ where t is the length of the
time dimension, and c is the number of the time series,

o Find: the SVD result of the sub-matrix of A in the time range
quickly, without storing all of A. The SVD result includes U €
RUe=ts+Dxk 5 ¢ REXK and V e REXK where k is the rank
of the sub-matrix.

Applying the standard SVD or incremental SVD for the time
range query is impractical for the following reasons. Standard SVD
needs to extract the sub-matrix corresponding to the time range
before performing decomposition. Iwen et al. [8] proposed a hierar-
chical and distributed approach for computing ¥ and V except for
U of a whole matrix A. Zadeh et al. [42] introduce Tall and Skinny
SVD which obtains ¥ and V by computing eigen-decomposition
of ATA, and then computes U using %, V, and A. Halko et al. [7]
propose Randomized SVD which computes SVD of A using ran-
domized approximation techniques. However, such methods are
inefficient because they need to compute SVDs from scratch for
multiple overlapping queries. Furthermore, those methods need to
keep the entire time series data A, which is practically infeasible
in many streaming applications. Incremental SVD considers up-
dates only on newly added data, and thus cannot perform SVD on
a specific time range.

To address these limitations, we propose an efficient method for
the time range query in Section 3.

3 PROPOSED METHOD

We propose ZooM-SVD, a fast and space-efficient method for ex-
tracting key patterns from multiple time series data in an arbitrary
time range. We first give an overview of Zoom-SVD in Section 3.1.
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We describe details of Zoom-SVD in Sections 3.2 and 3.3. Finally,
we analyze Zoom-SVD’s time and space complexities in Section 3.4.

3.1 Overview

ZooM-SVD efficiently extracts key patterns from multiple time se-
ries data in an arbitrary time range using SVD. The main challenges
for the time range query problem (Problem 1) are as follows:

(1) Minimize the space cost. The amount of multiple time
series data increases over time. How can we reduce the space
while supporting time range queries?

(2) Minimize the time cost. How can we quickly compute
SVD of multiple time series data in an arbitrary time range?

We address the above challenges with the following ideas:

(1) Compress multiple time series data (Section 3.2). Zoom-
SVD compresses the raw data using incremental SVD, and
discards the raw data in the storage phase.

(2) Avoid reconstructing the original data from the SVD
results computed in the storage phase (Sections 3.3.1
and 3.3.2). We propose PARTIAL-SVD and STITCHED-SVD
to compute SVD without reconstructing the original data
corresponding to the query time range.

(3) Optimize the computational time of STITCHED-SVD
(Section 3.3.2). We optimize the performance of STITCHED-
SVD by reducing numerical computations using a block ma-
trix structure.

ZooM-SVD comprises two phases: storage phase and query
phase. In the storage phase (Algorithm 1), Zoom-SVD stores the
SVD results corresponding to length-b blocks in the time series data
in order to support time range queries as shown in Figure 2. When a
new data arrives, Zoom-SVD incrementally updates the SVD result
with the newly arrived data, block by block. In the query phase
(Algorithms 2), Zoom-SVD returns the SVD result for a given time
range [ts, te]. The query phase utilizes our proposed PARTIAL-SVD
and STITCHED-SVD modules to process the time range query. Partial
SVD (Algorithm 3) manipulates the SVD result containing ts (or t¢)
to match the query time range as shown in Figure 2. STITCHED-SVD
(Algorithms 2) efficiently computes the SVD result between ¢s and
te by stitching the SVD results for blocks in the time range.
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3.2 Storage Phase of Zoom-SVD

Given multiple time series stream A, the objective of the storage
phase is to incrementally compress the input data and discard the
original input data A to achieve space efficiency. A naive incre-
mental SVD would update one large SVD result when the data are
newly added. However, this approach is impractical because the
processing cost for the newly added data increases over time. Also,
the naive incremental SVD does not support a time range query
quickly in the query phase because it manipulates the large SVD
result stored for the total time regardless of the query time range.

The storage phase of Zoom-SVD (Algorithm 1) is designed to
efficiently process newly added data and quickly support time range
queries. Given multiple time series data A, the storage phase of
ZooMm-SVD (Algorithm 1) incrementally compresses the input data
block by block using incremental SVD, and discards the original
input data A to reduce space cost. Assume the multiple time series
data are represented by a matrix A € R*¢ where ¢ is time length,
and c is the number of time series (e.g., sensors). We conceptually
divide the matrix A into length-b blocks represented by A() g Rbxe
as shown in Figure 2. We then store the low-rank approximation
result of each block matrix A() , where we exploit an incremental
SVD method in the process. We formally define the block matrix
AU in Definition 1.

DEFINITION 1 (BLock MATRIX AD)), Suppose a multivariate time
series is A = [al;ag; . ;at] wherea; € RIXC s the j-th row vector
of A, and [;] denotes the vertical concatenation of vectors. The i-th
block matrix A is then represented as follows:

A = [abxi+1§ab><i+2§ T 93b><i+b]

where b is a block size. In addition, A(ti_)1 denotes the i-th block matrix
at timet — 1 where i indicates the index of the most recent block as
shown in Figure 2. Note that the number of rows in A(tljl is less than
orequal tob. O

The computed SVD result U(;), X(;), and V ;) of each block matrix
A are stored as follows.

DEFINITION 2 (SETS OF SVD RESULTS U, S, AND V). The sets U,
S, andV store the SVD results U ;), X;), and V ;) for alli, respectively.
O

Note that the original time series data are discarded, and we store
only the SVD results which occupy less space than the original data.
The SVD results for block matrices are used in the query phase
(Algorithm 2). Now we are ready to describe the details of the
storage phase.

The storage phase (Algorithm 1) compresses the multiple time
series data block by block using incremental SVD to support time
range queries. When new multiple time series data a; € R are
given at time ¢ (line 2), we generate the new SVD result of a; for the

next block matrix A(ti) if the SVD result are stored in U, S, and V
at time ¢ — 1 (lines 3 and 4). If not, we have the SVD result U; ;_y),

%(i,+-1)» and V(; ;1) of the most recent block matrix A(tl_)1 which
is the i-th block matrix at time ¢ — 1. Assume that we have the SVD
result Ug; ;_1), (;, s—1), and V(; ;_q) of A(tl_)1 (i-e., the block matrix
from time ¢ — b + 1 to ¢t — 1 as seen in Figure 2). We then update the

SVD result into U; 1), %(; 1), and V(; ;) for the new data a; using an
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Algorithm 1 Storage phase of Zoom-SVD

Input: multiple time series data A
Output: set U of left singular vector matrix U(;), set S of singular value
matrix X;), and set V' of right singular vector matrix V(;)
Parameters: block size b
1: Initialize: Uq 1), Z(g,1), and V(g 1y «= SVD result of aj, block index
i « 0, and time index t « 2

2: while a; is newly arriving do

3 if Uy, 1-1), Z(i, 1-1)> V(i, t-1) do not exist then

4: Ui, 1) 23, 1) V(i,r) < SVD result of a,

5:  else

6 Ui, 1) 2(i,¢)» V(i,r) < INCREMENTAL-SVD (Ug; ;—1), 2, r—1)»

Vii,t-1) az)

7:  endif

8:  if the number of rows of U; ;) is equal to b then

9: ‘ZI%’UU{U(,-,,)},SFSU{Z(,-,,)},VHVU{V(,-,t)}
10: i—i+1
11: end if
12: te—t+1

13: end while

incremental SVD method (line 6). If the number of rows of Uy; ;) is
b, we put the SVD result U(; 1), Z(; 1), and V(; ;) into U, S, and V,
respectively (lines 8~11). Equations (2) and (3) represent the details

of how to update the SVD result of Agl;)l for the new incoming data
a;, when Agf;)l contains b — 1 rows. A(ti) is represented by a; and
the SVD result of A(tl_)1 in Equation (2):

Al

AL < [V e-0Za -0V o)
ar ay (2)
_ | Y-

lek,_l

where Oxxy is an x X y zero matrix, and Ixxx is an x X x iden-
T
Z(i, -0V o1
ar

T
O-1pat | [Zi -0V 1oy
LIix a;

tity matrix. We then perform SVD to decompose

€ Rlke1+Dxe jpp0 EVT:

[U(i.t—l) O(bfl)xl] [Z(i,zfl)V(Ti’,_l)]

Lixa

1>I<;<t—1 . a; 3)

_ | Uty b-1x1 | oo A 1y T

- [ Ixky_q L ]UZV =VaoZwoVi.

where Uy; ,y = |Jatn Ov-na|l g 5. o =% andvI = yT
(i,t) 01, | o > <(i,1) ’ (i, 1) :

Note that Uy; ;) is a column orthogonal matrix since it is the product
of two orthogonal matrices. V(; ;) is also column orthogonal, and
%(i,¢) is a diagonal matrix whose diagonal entries are sorted in the
descending order. Hence, Uy; 4, X(; 1), and V(; ;) are considered

as the SVD result of A(ti) by the definition of SVD [40]. The time
index ¢ can be omitted as in U(;), Z(;), V(;), and AD | as described
in Definitions 1 and 2, if the number of rows of Uy; ;) is b.

3.3 Query Phase of Zoom-SVD

Given the starting point ¢s; and the ending point ¢, of a time range
query, the goal of the query phase of Zoom-SVD is to obtain the
SVD result from t; to t.. A naive approach would reconstruct the
time series data from the SVD results of the block matrices ranged
between ts and t, and perform SVD on the reconstructed data in
the range. However, this approach requires heavy computations
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Figure 3: Example of PARTIAL-SVD. Given a time range
query [ts,tc], we remove rows of U(s) and U ) which are out
of the query time range. PARTIAL-SVD exploits SVD on the
filtered matrices for left singular vector matrices and singu-
lar value matrices within the query time range (red-colored
boxes). Then PARTIAL-SVD computes right singular vector
matrices of the output SVD results by multiplying relevant
matrices (blue-colored boxes).

Algorithm 2 Query phase of Zoom-SVD
Input: sets U, S, and V of block SVD results, starting point ¢, and ending

point t¢
Output: SVD result Us.g), Z(s:g), and V(s.g) in [2s, te]
U 4 ’ U
L Uigy Zisp Visy Yiey Z(& and V(E)

< PARTIAL-SVD (ts, te, ’LI S, (V)
L2V [V (S),E(m)v (s ¥ )Y (E)]
: Uy, 2y, VI < low-rank approximation of £VT using SVD
d V(S:E) —V, and Z(S:E) — X,
: U(S:E) — [UgS)UIr(S) 5 U(S+1)Ur(5+l) PR
. return U(5:E), Z(S:E)’ and V(S:E)

Ui Yrm)!

DU W

especially for a long time range query, and thus is not appropriate
for serving time range queries quickly.

We propose two sub-modules, PARTIAL-SVD and STITCHED-SVD,
which are used in the query phase of our proposed method (Al-
gorithm 2) to efficiently process time range queries by avoiding
reconstruction of the raw data. Let S be the index of the block ma-
trix including t;, and E be the index of the block matrix including
te. PARTIAL-SVD (Algorithm 3) adjusts the time range of the SVD
results for A(®) and AE) as seen in the red-colored boxes of Figure 3
(line 1 of Algorithm 2). STITCHED-SVD combines the SVD results
of PARTIAL-SVD and those of block matrices from A(S*1) to A(E-1)
(lines 2 to 5 in Algorithm 2). We describe the details of PARTIAL-SVD
and STITCHED-SVD in Sections 3.3.1 and 3.3.2, respectively.

3.3.1 PARTIAL-SVD. This module manipulates the SVD results
of block matrices A(®) and A®) to return the SVD results in a given
time range [¢s, te]. As seen in Figure 2, AG) may contain the time
range before t;, and AE) may include the time range after t.. Note
that those time ranges are out of the time range of the given query;
thus, our goal for this module is to extract SVD results from A®)
and A(F) according to the time range query without reconstructing
raw data. Figure 3 depicts the operation of PARTIAL-SVD. For the
block matrix A®) and its SVD U(s)%(s)V(s), PARTIAL-SVD first
eliminates rows of left singular vector matrix U(gy which are out
of the query time range. After that, PARTIAL-SVD multiplies the
remaining left singular vector matrix XsU(s) with the singular value
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Algorithm 3 PARTIAL-SVD

Input: starting point ts, ending point ¢., and sets U, S, and V of SVD
results

Output: SVD results U(S), (s)

within the time range

: S ts/band E « te/b

bs « b —t;%b and bg « t.%b (%: the modulus operator)

: construct X and X, based on bs and bg as in Equation (4)

: U(S), 2(5), V(S) « low-rank approximation of XsU(5)%(s) using SVD

: UE 5 < U(S), (s) < ¥(s), and V’ — V(s)V(s)

: U(E), Z(E), B < low-rank approx1mat10n of X U(g)X(E) using SVD

S E
ES)’ UEE)’ZEE)’ and VEE) of A®) and A®)

— VL VI

< U, 2 ® V(&)

3 T
« X(E), and V/(E)

E(E)’ and V(

/
(E)
sy

.U
7: U (B) » ,
8: return U(S), (S), U(E),

~ 7,5 T
matrix ¥s), and performs SVD U(S)Z(S)V(S)

resulting matrix. The resulting singular vector matrix ﬁ( s) and the

— X5U(s5)%(s) of the

singular value matrix i( s) constitute the output of PARTIAL-SVD.
The remaining right singular vector matrix output of PARTIAL-SVD
is computed by multiplying the right singular vector matrix VEFS)

T
with V( s)°

A®) and its SVD U(g)%(g) V(E).

Now, we describe the details of this module (Algorithm 3). We
first introduce elimination matrices which are used in PARTIAL-SVD
to adjust the time range.

Similar operations are performed for the block matrix

DEFINITION 3 (ELIMINATION MATRICES). Supposers is the number
of rows to be eliminated in AL) according to ts. Thenbs = b —rg is
the number of remaining rows in AB). Similarly, let rg be the number
of rows to be eliminated in AP according to te; thenbg = b —rg is
the number of remaining rows in A®) The elimination matrices X
and X, for A®) and AE) gre defined as follows:

Xs = [Obsxrs (4)

Ibsts] Xe‘ = [IbEXbE ObEXrE]

[m]

The matrices A®) and A are multiplied to the elimination

matrices, and the time ranges of the resulting matrices XA

and X.AF) are within the query time range (¢, te ]. PARTIAL-SVD

constructs those elimination matrices based on bg and bg (line 3 of
Algorithm 3). The filtered block matrix X;A(®) is given by

XsA®) = X;(Uis)Z(s)Vis) = XU Zs)Vs, 6

where A(S) ~ U(S)Z(S)V(S)
PARTIAL-SVD decomposes XU 5)Zs) into U(S)Z(S)V

was computed at the storage phase.

) via SVD

and low-rank approximation with threshold ¢ since XsUs) is not

a column orthogonal matrix, and XsU(5)%(s)V , is not a form of

T
(S)
the SVD result; then, Equation (5) is written as follows:

+T
XsUgs)Zs)V(s) = Uis Zs) (Vis) Vis) T =U(s %)V is) ©)

where U(S) = U(s) 2(5) = Z(s) and V'], ) = (S) (S) In line 4,

PARTIAL- SVD performs SVD on XsU()%(s), and in line 5 it com-

putes VT 5)= =V, PARTIAL-SVD similarly computes the SVD

(S) (5)
result of X,A®) in lines 6~7 of Algorithm 3.
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3.3.2 STitcHED-SVD. This module combines the PARTIAL-SVD
of A®) and A(E), and the stored SVD results of blocks matrices
AGHD AGSHD L AE=D) i the query time range [ts, te | to return
the final SVD result corresponding to the query range as shown
in Figure 2. A naive approach is to reconstruct the data blocks us-
ing the stored SVD results and perform SVD on the reconstructed
data of the given query time range. However, this approach cannot
provide fast query speed for a long time range due to heavy compu-
tations induced by the reconstruction and the following SVD. The
goal of STITCHED-SVD is to efficiently stitch the SVD results in the
query time range by avoiding reconstruction and minimizing the
numerical computation of matrix multiplication.

Specifically, STITcHED-SVD stitches several consecutive block
SVD results together to compute the SVD corresponding to the
query time range: is.e., it combines the SVD result U;), %(;), and V ;)
of the ith block matrix A®), for i = S..E, to compute the SVD U(s.p),
% (s:g)> and V(s.g). The main idea is 1) to carefully decouple the
matrices Ug;) from X ;) V(;), 2) construct a stacked matrix containing
2 V(i) for i = S..E, 3) perform SVD on the stacked matrix to get
the singular value matrix and the right singular vector matrix of
the final SVD result, and 4) carefully combine U;) with the left
singular matrix of SVD of the stacked matrix to get the left singular
vector matrix of the final SVD result.

Lines 2 to 5 of Algorithm 2 present how stitched SVD matrices are
computed. First, we construct »VT based on the block matrix struc-
V]
After organizing the block matrix structure of VT, we define block
diagonal matrix diag(S : E) as follows.

ture where V7 is equal to [2'(s>V’(TS) ; 2(s+1)V(TS+1) HERD

) and U( £)
are the left singular vector matrices produced by PARTIAL-SVD. Let
Uis+1)s Ugssa)s -+ Ucg—1) be the left singular vector matrices in U.

The block diagonal matrix diag(S : E) is defined as follows:

DEFINITION 4 (BLOCK DIAGONAL MATRIX). Suppose U/

U, O o
diag(S : E) = 0 Ui+
o U{E)

]
Then, the matrix corresponding to the time range query [ts, t¢]
is represented as follows:

Uz

XA '(s)

(%(s)
T
a2 | AT UsaZsaVisa| 2 giggs mpvT (7)
®) ,
XeA Ui eV e

where X and X, are elimination matrices of PARTIAL-SVD, and

’ 4 T
A
ply SVD and low-rank approximation to XV, Equation (7) becomes
as follows:

VT is equal to [Z/(S)V/?s) $ sa) Vs . As we ap-

diag(S : E)=VT ~ diag(S : E)U,%, VI
®)
T

=Us:p)Z(s:E)V(s.k)

where XVT ~ U, %, VT is computed by low-rank approximation
and SVD, Us.g) = diag(S : E)Ur, X(s.p) = Zr, and V(s.p) = V;. To
avoid matrix multiplication between U, and zero sub-matrices of
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diag(S : E), we split U, block by block as follows:

. . . T
U, = [Ulr(s) 5 Upsenys - U',(E)]

where U’ ) and U’ HE) s) and U(E)’
and U, ;) correspond to U(;) for S+ 1 < i < E - 1. Then U(s.p) =
diag(S : E)U, of Equation (8) is computed as follows:

= diag(S : E)U,

correspond to U/ respectively,

Us:k)
T

, ©)
U U

The column orthogonality of Us.g) = diag(S : E)Uy is estab-
lished as it is the product of two column orthogonal matrices; also,
V(s:g) = Vr is column orthogonal. Note that we perform PARTIAL-
SVD to satisfy column orthogonal condition before performing
STITCHED-SVD.

= |Uis)Uris) s UsenUr(seny s -

3.4 Theoretical Analysis

We theoretically analyze our proposed method Zoom-SVD in terms
of time and memory cost. Note that a collection of multiple time
series data A is a dense matrix, and the time complexity to compute
SVD of A € R¥*¢ is O(min(t?c, tc?)).

Time Complexity. We analyze the time complexities of the
storage and the query phases in Theorems 1 and 2, respectively.

THEOREM 1. When a vector a; € RX¢ is given at time t, the
computation cost of storage phase in Zoom-SVD is O(k?(b +c)), where
k is the number of singular values.

Proor. Performing SVD of [Z(i,,,l)V(TLH); at] takes O(min(c?

(1 + kz—1), (1 + ky—1)?), and multiplication of [U“*(;’” Oland U

takes O(b(k;—1 +1)k;) since the row length of [U(i,(;—l)

smaller than or equal to the block size b. Assume k;—; and k; are
equal to k. The total computational cost of storage phase in Zoom-
SVD is O(min(c?k, ck?)+ bk?). We simply express the computational
cost of storing the incoming data at each time tick as O(k%(b + c))
since the number ¢ of columns is generally greater than k. O

O] is always
I y

In Theorem 1, the computation of storing the incoming data at
each time tick takes constant time since b and c are constants and
k is smaller than c.

THEOREM 2. Given a time range query [ts, te] the time cost of
query phase (Algorithm 2) is O((te — ts)k(k + b ) +k2(b +¢)).

Proor. It takes O((b —rg + c)k’2 +(b-rg+ c)k'z)) to compute

PARTIAL-SVD where k< and k( E)
computed by PARTIAL- SVD (hne 1 in Algorithm 2). The computa-
tional time to perform SVD of [2’(s>V’(TS) ; E(SH)V(TSH) ; ; 2'(E)V’(TE)]

depends on O(mzn(cz(k(s) + k('E) + ZIE_Slﬂ ki), c(k(’s) + k(’ £)

SE- pl S 1k ,))2) in STITCHED-SVD since horizontal and vertical length

+ k(/E) + Zi:S+1 k(z)), respectively
(lines 2~ 4 in Algorithm 2). A150 the computational time of block

matrix multiplication for Us.) (line 5in Algorithm 2) takes O(k(s.)
((b- rs)k(s)+(b TE)k(E) + bZl Zs+1 k@i)) where k(s.g) is the num-
ber of singular values with respect to the SVD result of a given

time range [, t]. Let all k(;)’s be k in query phase, k(s) + k(IE)

are the number of singular values

of the matrix are ¢ and (k<
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Table 2: Description of real-world multiple time series
datasets. Each dataset is a matrix in R’ where t corre-
sponds to total length (time), and c corresponds to the num-
ber of time series.

Dataset Total length (¢) Attribute (c)
Activity! 382,000 41
Gas? 4,107,000 16
London? 350,000 10
Zfz_sl 1 k(,-) be larger than c; also, replace b — r; with block size

b since b is always greater than b — r;. Then, the computational
time of PARTIAL-SVD and STITCHED-SVD takes O(k%(b + ¢)) and

O((te — ts)k(k + C72)), respectively. We can simpl}; express the com-
putational cost of Zoom-SVD as O((te —ts)k(k + %) +k%(b+c)). O

Theorem 2 implies that the computational time of ZooM-SVD
in query phase linearly depends on the time range (te — ts).

Space Complexity. We analyze the space complexity of the
storage phase in Theorem 3.

THEOREM 3. Space complexity of Zoom-SVD for storing data is
O(tk(1+ % + %)) where t is the total time length, and k is the number
of singular values.

ProoFr. Attime t, we have Li] SVD results where U;) € Rbixka)
%) € RKo*ka) | and Vi) € RK®X¢_ Therefore, the number of ele-

*
ments in every matrix we have is O(ZiL:”1 kiy(b + k(i) + ¢)). Assum-
ing k(;) is equal to k, we briefly express the space cost of Zoom-SVD

as O(tk(1 + £ + £)). o

The space cost linearly depends on t and k, but k is much smaller
than the number c of time series. Therefore, Zoom-SVD efficiently
compresses incoming data using space linear to time length with
low coefficient.

4 EXPERIMENT

We aim to answer the following questions to evaluate the perfor-
mance of our method Zoom-SVD from experiments.

e Q1. Time cost (Section 4.2). How quickly does Zoom-SVD
process time range queries compared to other methods?

e Q2. Space cost (Section 4.3). How much memory space
does ZooM-SVD require for compressed blocks?

e Q3. Time-Space-Accuracy Trade-off (Section 4.4). What
are the tradeoffs between query time, space, and accuracy
by Zoom-SVD compared to other baselines?

e Q4. Parameter (Section 4.5). How does the block size b in
Algorithm 1 affect the performance of ZoomM-SVD in terms
of time and space?

4.1 Experiment Settings

Methods. We compare Zoom-SVD with Randomized SVD [7],
Tall and Skinny SVD [42], and basic SVD of JBLAS library. All
these methods are implemented using JAVA, and we use JBLAS, an

Ihttps://archive.ics.uci.edu/ml/datasets/ PAMAP2+Physical+Activity+Monitoring
2https://archive.ics.uci.edu/ml/datasets/Gas+sensor+array+under+dynamic+gas+
mixtures

Shttp://www.londonair.org.uk/london/asp/publicdetails.asp
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(a) Running time of Zoom-SVD’s
storage phase in Activity dataset

(b) Running time of ZooM-SVD’s
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Figure 4: Running time of Zoom-SVD’s storage phase on Ac-
tivity and Gas datasets. The results show that the time to
update all data is linear to the total time length t. The rea-
son is that Zoom-SVD incrementally reads a new input vec-
tor, and computes the SVD of the block matrix in a constant
time. The pattern on London dataset is similar to the above
results.

Compressed Data by Zoom-SVD
Original Data

600
500
400
300
200
100

15.63x

7.88x

Memory usage (MB)

7‘1 9x
LONDON

0
ACTIVITY  GAS

Figure 5: Space savings by Zoom-SVD. Zoom-SVD requires
7.88%, 15.63X%, and 7.19X less space than the original data re-
quire for Activity, Gas sensor, and London, respectively.

open source JAVA basic linear algebra package, to support matrix
operations.

Dataset. We use multiple time series datasets [5, 31] described
in Table 2. Activity dataset contains data with timestamps, and 41
measured values such as heartbeat, and inertial measurement units
(IMU) data installed in the hands, chest, and ankle. Gas dataset
consists of timestamps, and measurement of 16 chemical sensors
having 4 different types. Activity and Gas datasets are obtained
from UCI repository [4]. London dataset consists of timestamps,
and attributes related to London air quality such as nitric oxide,
temperature, and so on.

Parameters. For all experiments except the ones in Section 4.5,
we set the block size b to 1000 in the storage phase. We evaluate
the effects of the block size b in Section 4.5. We set the rank k using
Equation (1) with £ = 0.98 in the storage phase.

4.2 Time Cost

We examine the time costs of the storage and the query phases of
our proposed method Zoom-SVD.

Storage phase (Algorithm 1). We measure the running time
of the storage phase for multiple time series data varying the time
length. As shown in Figure 4, the running time of Zoom-SVD’s
storage phase is linearly proportional to the time length over all
datasets. The reason is that the storage phase processes the time
series data row by row, and the time cost of processing a row is


https://archive.ics.uci.edu/ml/datasets/PAMAP2+Physical+Activity+Monitoring
https://archive.ics.uci.edu/ml/datasets/Gas+sensor+array+under+dynamic+gas+mixtures
https://archive.ics.uci.edu/ml/datasets/Gas+sensor+array+under+dynamic+gas+mixtures
http://www.londonair.org.uk/london/asp/publicdetails.asp
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Figure 6: The trade-off between query time, space, and MSE rate on three real-world datasets. The first column shows the
results on the Activity dataset. The second and third columns show the results on the Gas and the London datasets. The colors
represent the methods, and the shapes distinguish the threshold ¢. The bottom-left region indicates the better performance.
On all the real-world datasets, Zoom-SVD has the best performance.

constant as discussed in Theorem 1; thus, the total time cost mainly
depends on the time length.

Query phase (Algorithm 2). We evaluate the performance of
the query phase in terms of running time. We compare Zoom-SVD
to other SVD based methods discussed in Section 2, and measure
the query time varying the length of the query range. The starting
and the ending points of the query are arbitrarily chosen, and we
increase the length of the query range from 10% to 3.2 x 10°. As
shown in Figure 1, ZooM-SVD is up to 9.6x faster than the second
best competitor Randomized SVD on Activity dataset. Also, Zoom-
SVD shows up to 15X and 12X faster query speed than Randomized
SVD on Gas sensor and London datasets, respectively.

4.3 Space Cost

We evaluate the compression performance of Zoom-SVD. In the
storage phase, we store the SVD results of multiple time series
data with block size b = 10° using low-rank approximation with
threshold ¢ = 0.98 in Equation (1). We measure the compression
ratio for storing the original data and the block compressed data (i.e.,
the SVD results) by our method. Figure 5 shows the compression
performance for storing time series data. Zoom-SVD requires up to
7.88%, 15.63%, and 7.19X less space than the original data require
for Activity, Gas, and London, respectively.

4.4 Trade-off between Accuracy and Efficiency

We evaluate the trade-off of Zoom-SVD between accuracy, time,
and space compared to other methods. We measure the time and the
space usage by setting the length of time range query to 1.8 x 10°.
The accuracy of each method is measured by the reconstruction er-
X rs:te) =Kt te) I

5 where X( ts:t,) 1s the reconstructed data (ie.,
”X(ts:te)”]:‘ ste

ror
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)A((tsz te) = Us, ) (s, E)V(TS, E))’ and X(;,.;,) is the original input data
in a query time range [t, t.]. We use the values 0.95, 0.98, and 0.99
for the threshold & in the low-rank approximation of each method
to investigate the effect of & on the trade-off performance. Fig-
ure 6 demonstrates the experimental results on the trade-off of SVD
based methods including Zoom-SVD. Figures 6(a), 6(b), and 6(c)
present the trade-off of ZooM-SVD between query time and re-
construction error is better than those of other methods over all
the datasets. Also, ZooM-SVD shows a better trade-off between
space and reconstruction error than its competitors as shown in
Figures 6(d), 6(e), and 6(f). These results indicate that Zoom-SVD
handles time range queries more efficiently with smaller error and
space than other SVD based methods.

4.5 Parameter Sensitivity

We examine the effects of the block size b in terms of query time,
and space cost. When the block size b grows from 10 to 10°, we
measure the query time and the memory usage in query phase
by setting the query time range t, — ts + 1 to 10%, 10%, and 10°
in Algorithm 2. In Figure 7, the query time and memory usage
show trade-off characteristics. The query time and the space usage
for Activity dataset decrease until the block size reaches 10% ~
103, and then increase afterwards when the block size b exceeds
103. Note that Zoom-SVD consists of PARTIAL-SVD and STITCHED-
SVD modules in the query phase. In Figure 7(a), the query time is
dominated by the computation time of the STITcCHED-SVD when the
block size b is relatively small. The reason is that the computation
time of PARTIAL-SVD decreases as the block size b decreases, while
that of STITCHED-SVD increases linearly with the number of blocks
which is inversely proportional to the block size. On the other
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Figure 7: The effect of the block size b in terms of the query
time and the memory usage in Activity dataset. When the
block size b grows from 10 to 10°, the query time and the
memory usage decrease until the block size is 10%, and then
increase continuously after block size exceeds 10°.

hand, the query time highly depends on the computation time of
PARTIAL-SVD when the block size is relatively large. In Figure 7(b),
space cost is high when b is small because the number of stored
singular vector matrices for blocks increases. On the other hand,
space cost is also high when b is large because the number k of
singular values increases as the block size b increases, and then the
size of left singular vector matrices U(;) increases. Therefore, we
set the block size b to 10% which is a near-optimum value according
to the experimental results. The sensitivities of Zoom-SVD on the
block size b in other datasets show similar patterns.

5 CASE STUDY

In this section, we present the analysis result of Gas sensor dataset
using ZooM-SVD. For a given time range, ZoomM-SVD searches past
time ranges for similar patterns to that of the given time range.

Data description. Gas sensor dataset consists of 16 chemical
sensors exposed to gas mixtures which contain ethylene and carbon
monoxide (CO) with air. There are four different types of sensors:
TGS2600, TGS2602, TGS2610, and TGS2620 (four sensors per one
type). The sensors are placed in a 60ml measurement chamber. The
electrical conductivities of the sensors are measured at every 0.01
seconds, and the total time length is 12 hours.

Finding similar time ranges. Our goal is to find past time
ranges whose patterns are similar to that of a given time range
query which we call as the ‘base’. Suppose a time range [ts, t¢] is
given. First, we compute SVD of data in the range using Zoom-
SVD. Next, we continuously compute SVDs of previous time ranges
using ZooM-SVD by sliding a window of size t, — ts + 1. Note that
we use the fixed window size for efficiency. We then compare u;
of the base with uy of previous time ranges, where uy is the first
column of left singular vector matrix U of the base, and uy is the
first column of U of a previous time range. Experimental setting is
as follows:

e The base time range is [4033294, 4053293] which is randomly
chosen, and thus the size of sliding window (time length) is
20, 000. The sliding period is 500.

e We compute the cosine similarity % to compare the
1 1

patterns, and then find the two most similar time ranges.
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Figure 8 shows the first singular vectors of the given time range
(denoted by ’Base’) and two previous time ranges (denoted by ’An-
swerl’ and ’Answer2’) with similar patterns we found, and sensor
data corresponding to each time range. In Figure 8(a), Zoom-SVD
successfully finds the similar patterns, and each sensor has the same
tendency w.r.t. the three time ranges. We also discover a potential
anomaly. In Figure 8(c), note an abnormal spike of Base at the time
around 17, 960, which deviates significantly from the measurements
of the two previous time ranges.

6 RELATED WORK

In this section, we discuss related works on incremental time series
analysis and incremental SVD.

It is important to analyze on-line time series data efficiently.
There are several ideas based on linear modeling, including Kalman
Filters (KF), linear dynamical systems (LDS) and the variants [9, 19,
20], time warping [39], and correlation-based methods [17, 21, 34,
43]. Among them, incremental SVD efficiently tracks the SVD of
dynamic time series data where new data rows are incrementally
attached to the current data. Incremental SVD has been used for
updating SVD results when new terms or documents are added to
a document-term matrix [3], and has been adopted to build an in-
cremental movie recommender system [2, 35]. Brand [1] developed
an incremental SVD method for incomplete data which contain
missing values. Papadimitriou et al. [24] proposed SPIRIT which
incrementally updates hidden factors in multiple time series, and
exploited SPIRIT to predict future signals and interpolate missing
values in sensor streams. Ross et al. [32] proposed an incremen-
tal PCA for visual tracking applications. Papadimitriou et al. [25]
introduced an incremental method to capture optimal recurring
patterns indicating the main trends in time series data.

The methods above have limitations in applying to time range
query problem. Conventional methods such as Discrete Fourier
Transformation [21], data compression [6, 30], and time series clus-
tering [26] require the whole time series data, or additional data to
seek hidden patterns for a specific time range, thereby incurring
high memory and time complexity. On the other hand, our pro-
posed Zoom-SVD efficiently serves time range queries with small
memory and low time complexity.

7 CONCLUSIONS

We propose ZooM-SVD, a novel algorithm for finding key patterns
in an arbitrary time range from multiple time series data. Zoom-
SVD efficiently serves time range queries by compressing multiple
time series data, and reducing computation costs by carefully stitch-
ing compressed SVD results. Consequently, Zoom-SVD provides
fast query time and small memory usage. We provide theoretical
analysis on the time and space complexities of Zoom-SVD. Ex-
periments show that Zoom-SVD requires up to 15.66X less space,
and runs up to 15X faster than existing methods. Also, we show a
real-world case study of ZooM-SVD in searching past time ranges
for similar patterns as that of a query time range. Future research
includes extending the method for multiple distributed streams.
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Figure 8: First left singular vectors of the base and two time ranges having the similar patterns to that of the base. An-
swerl and Answer2 are the past time ranges we found using Zoom-SVD by sliding a window. The time range of Answer1l
is [1589294, 1609293], and that of Answer2 is [2736794, 2756793]. In (a), the three left singular vectors have the same pattern. In
(b, ¢, d, e), each sensor shows similar measurements for the three ranges in general. Note that Zoom-SVD discovers a potential
anomaly: (c) shows an abnormal spike of Base around 17, 960, which deviates vastly from the measurements of the past ranges.
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